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Mass and size effects in three-dimensional vibrofluidized granular mixtures
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We examine the steady state properties of binary systems of driven inelastic hard spheres. The spheres,
which move under the influence of gravity, are contained in a vertical cylinder with a vibrating base. We
computed the trajectories of the spheres using an event-driven molecular dynamics algorithm. In the first part
of the study, we chose simulation parameters that match those of experiments published by Wildman and
Parker. Various properties computed from the simulation including the density profile, granular temperature,
and circulation pattern are in good qualitative agreement with the experiments. We then studied the effect of
varying the mass ratio and the size ratio independently while holding the other parameters constant. The mass
and size ratio are shown to affect the distribution of the energy. The changes in the energy distributions affect
the packing fraction and temperature of each component. The temperature of the heavier component has a
nonlinear dependence on the mass of the lighter component, while the temperature of the lighter component is
approximately proportional to its mass. The temperature of both components is inversely dependent on the size
of the smaller component.
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I. INTRODUCTION with elastic collisions. Feitosa and Menon studied density
distributions and granular temperature profiles in two-
Granular systems exhibit many properties that are differdimensional systems with and without graviy6]. Wildman
ent from systems composed of elastic particles. For exampleand Parker have studied the convection patterns, density dis-
driven granular systems display standing and traveling wavesibutions, and temperature profiles in three-dimensional sys-
[1-3], oscillons[4], heaping, and convectidib,6]. In addi-  tems[17]. These studies determined that the heavier particles
tion, granular mixtures show size segregafidhand steady- are at a higher granular temperature than the lighter patrticles.
state kinetic energies that are not equal for each componet both two and three-dimensional systems, the ratio of the
in the mixture[8]. This departure from equipartition is not temperatures varies as the relative proportion of the heavy
unexpected, but it is one of the most striking differencesand light particles is changed. The temperature ratio, how-
between elastic and inelastic systems. Understanding thever, is independent of the inelasticity of the particles
properties of mixtures is particularly important for granular[16,17).
systems since, unlike molecular systems, they are never While the experimental techniques employed in the stud-
completely monodisperse. ies cited above have provided many useful insights into
Theoretical studies of granular systems have focused ogranular behavior, they cannot easily isolate the effects of
two distinct classes. One consists of systems that are n@larticle mass, size, and inelasticity. Theoretical and compu-
driven or heated. The initial energy decays over time as &ational methods are useful in this respect. Molecular dynam-
result of inelastic collisions. During this “cooling” process ics simulations of granular mixtures can accurately repro-
there is a period during which the density is homogeneousduce the phenomena observed in experini@8t19, while
Several workers have presented kinetic theof8esl1 and  providing information on the effects of the individual prop-
mean-field theories based on Maxwell modEl®] to de- erties mentioned above. For example,séhel et al. have
scribe the properties of mixed granular systems in this hostudied the requirements for the onset of fluidization in a
mogenous cooling state. In the other class of systems, amme-dimensional column of beaf20]. Also, Paolottiet al.
energy source, such as a vibrating wall, is present. This lead49] and Barrat and Trizag21] investigated the effects of
to a nonequilibrium steady state that has been studied bsotation, mass ratio, and relative density in two-dimensional
several researchef®,13—-13. In both classes the compo- vibrated systems. Mixtures have been studied in two-
nents are predicted to have different kinetic energies, odimensional systems with gravity and a vibrating wal2]
granular temperatures, that depend on the mass, size, aadd also under shear flow conditiof3]. Gallaset al. used
restitution coefficient of the graird.1,14]. a three-dimensional simulation to study size segregation in
Recently, two-dimensiona[16] and three-dimensional mixtures [24]. Equally, simulations of the homogeneous
systemd8,17] of driven, granular mixtures have been stud-cooling state in two-dimensional systems are consistent with
ied experimentally. Loseret al., who first reported the dif- experiment and theorj1,21,23.
ference in granular temperatyr@], observed that the veloc- It is important to stress that the conclusions drawn from
ity distributions deviated from those observed in systemsimulations of two-dimensional systems cannot necessarily
be extended to three dimensions. In particular, the system
boundaries have a much larger influence in three dimensions,
* Author to whom correspondence should be addressed. Email ags recently demonstrated by Talbot and fib8].
dress: talbot@dug.edu This paper presents a three-dimensional, event-driven,
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The unit vector between the centers of the colliding particles

is n, andc is the appropriate restitution coefficient. While
Egs.(1a and(1b) conserve momentum, they imply an en-
ergy loss of

1 “
d m, AE=— 5 u(1=C*)[ (Ve —Vgy)- AT, 2)

whereu=m,mg/(m,+mpg) is the reduced mass of the par-

O @) ticles involved in the collision.
O In a binary mixture it is generally necessary to specify
three restitution coefficients for particle-particle collisions:
o cq1 andc,, for intracomponent collisions anch,(= c,q) for
11 22 2 2
b2 S T S R . intercomponent collisions. Several authors have reported on
: random[15,26 and velocity-dependeri27,28 restitution
coefficients. Luding and McNamara have proposed a contact
y time model that also leads to a variable restitution coefficient
X A [29]. For simplicity, we have chosen to use a constant value
v for the restitution coefficients. We further assume tbat
=C2=Cyp=C.
Particle-wall collisions are governed by

FIG. 1. The three-dimensional system consisting of an infinitely
tall cylinder of radiusR, and a mixture of hard spheres with sizhs

andd, and massem; andm,. The base of the cylinder is shaken Vo i=Va,i— (14 Cou) (Vi 1T, (3
with a symmetric sawtooth wave form with amplitudeand fre- _ ) o o
quencyw. wherec, ,, is the appropriate restitution coefficient for com-

ponenta, andr is the radial unit vector. We assume that the
molecular dynamics simulation of a mixture of inelastic hardrestitution coefficient for collision with the wall is constant
spheres. The simulation methodology is discussed in Sec. for both species and,,,=c,,,=c,,. Particle-base collisions
followed by a comparison to the available experimental re-are governed by
sults, Sec. Il A. Finally, the effects of isolated changes in the L
mass ratio(Sec. lll B) and size ratidSec. lll O on the en- Vo i=Vai— (14 Cop)[ (Vgi— Vi) - KIK, (4)
ergy distribution and component temperatures are examined.
wherec, ,, is the appropriate restitution coefficient for com-
ponentea, Vv, is the velocity of the base at the instant of

collision, andk is the unit vector in thez direction. The

The three-dimensional systefd8] (Fig. 1) contains a restitution coefficients for collisions with the base are also
mixture of inelastic hard spheres in an infinitely tall cylinder assumed to be constant and equal for both spétisc,,
of radius R under the influence of gravity. The mixture is =Cop=0Cp).
composed oh; spheres of mass); and diameted; andn, A phenomenon similar to inelastic collapse can be ob-
spheres of mass), and diameted,. Energy is injected into  served in these simulations. For certain ranges of the velocity
the system by means of the base of the cylinder, which via given particle will collide repeatedly with the side wall. As
brates in a symmetric saw tooth wave form of amplitide its energy is dissipated, the particle approaches the wall ever
and frequencyr. This wave form is used in the simulation more closely. This is accompanied by an increase in collision
for modeling simplicity. We do not believe that there is any frequency that eventually “freezes” the simulation. To pre-
strong dependence of the system response on the kind ¢&nt this phenomenon from occurring, a small impulse is
symmetric wave form used to drive the systg2b). imparted to the particle toward the center of the cylinder

Three kinds of collisions occur in the system: particle-once its radial velocity falls below a certain value. This
particle, particle-wall, and particle-base. The postcollisionamethod has been used previou$l8], and the threshold
velocities {,, ; andv},,j) resulting from a collision between a value was set such that the injected energy does not discern-
particle from componenk and a particle from componegt  ibly influence the simulation output. It is also possible for a
with massesn, andmg and initial velocitiesv,; andvg;, particle to come to rest on the base for a time corresponding
respectively, are given by to 1/2 a cycle of the vibration. To avoid this possibility, the

Il. MODEL AND SIMULATION
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200

sign of thez component of the velocity for the particle is
inverted when the velocity of the colliding particle is found
to match the velocity of the base. This condition was found
to occur once every 1251 collisions for the parameter

0.05 m/s b

values used in this paper. Thus, this method causes little \ . \
perturbation in the simulation output. T ;,Z hY T {
We calculated a number of properties from the particle \ ;4
positions and velocities generated by the simulation. The ) 5
packing fractions, for componentx is defined as = 4 ,5& TA4 %
E 100- e I L7
= 100 ‘(i’r A\ &.{' ol
Nal g i) ¥ ’,"i\ {.r %1
Ne= , 5 2 Iy 3 ¥3 1
\% 9% a I's {-
L 733
wheren,, is the number of particles of componemtin the 50 F E‘ 1 \ -}l{\;
volume element/, andv,= 7 d>/6 is the volume of a par- 5 i Y13
ticle of this component. Another property that we calculated f, 1 ‘FQE{ ;
is the kinetic energy or granular temperatiieof each com- s13za Ly ! { }7 % '
ponent using the following equations: 0 ] ‘ s ? £ i‘f ; ,i » ,‘\“@é?¢
0 20 40 6 8 0 2 40 60 8
Tox=M, (v2,), Radius (mm) Radius (mm)

FIG. 2. Velocity field of(a) component 1 an¢b) component 2.

Toy=m, (viyy), (6a) Simulation conditions as follows1; =525, n,=270, d,/d;=0.8,
m,/m;=0.512, all other conditions as given in the text.
_ 2
T“'Z_ m“<va'z>' Ill. RESULTS AND DISCUSSION
A. Systems with varying composition
2
(Ta,X+Ta,y+Ta,Z) ma<va> . . . . . . . .
= = . (6b) For the simulations discussed in this section, the size ratio

3 3

of the two components was setd@dt/d;=0.8 and the mass
ratio was set am,/m;=0.512. Systems with the following
The “partial” temperatures in the, y, andz directions are  compositions were then studiedr; =525, n,=270; n,
Taxs Tays Taz, @nd the angular brackets denote a time=350, n,=540; andn,=175, n,=810.
average over all particles of component

Our first objective was to model the experimental system
studied by Wildman and Parké¢i7]. We chose simulation
parameters that correspond to those of the experiment, i.e.,v\e])i

. . : . th n;=525 andn,=270 particles are shown in Figs(a
cylaner of diameter 145 mm that is shz;ken AtSO iz W'.th and 2b), respectively. It can be seen that both components
amplitude of 1.74 mm. The acceleration due to gravity is

N e circulate in a pattern that rises in the center of the cylinder
taken as g=9.81 m/$. The restitution coefficient for P Y

1. Velocity field
The velocity fields of components 1 and 2 for a system

. . L . X - and falls at the walls. This convection pattern has been ob-
particle-particle collisions is=0.91, for particle-wall colli- served previously in both experiment and simulation
[17,18,3Q. The patterns shown here are very similar to those
reported by Wildman and Parkgt7] with the center of the
convection for both species present at a radius of approxi-

sionsc,,=0.68, and for particle-base collisiong=0.88.

We performed simulations in which we varied the relative
proportions of large and small particles while maintaining
enough particles to cover the base of the cylinder with
monolayer for comparison to the experimental work of Wild-
man and Parkerl7]. We then performed additional simula-
tions to examine the effect of varying the mass ratig/m;
and the size ratial,/d; independently. In the discussion of

amately 50 mm and a height of approximately 40 mm.

2. Packing fraction

The packing fraction, as a function of radius and height

these three studies, component 2 will always refer to théor each component, is shown in Fig. 3. It can be seen that

smaller and/or lighter component.

there is a density gradient in both the radial and vertical

The particles of each component were randomly placed imlirections for both components, just as is observed in mono-
the cylinder with random velocities. We then equilibrated alldisperse systemsl8,30. The data from the simulation are
systems for approximately 5000 collisions per particle. Dategualitatively similar to those observed in experiment, except
were collected over 2410* collisions per particle at inter- that the simulation shows a higher concentration at the bot-
vals of approximately ten collisions per particle. These dataom of the cylinder near the wall for both components. It
were then averaged for each component to obtain a represeshould be noted that while the maximum density occurs at
tation of the system at steady state. the same point for both components, component 2 obtains a
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FIG. 3. (Color onling Contour plots of the packing fraction of 1 ?ﬁ‘

() component 1 andb) component 2. Contours correspond to a ‘ &

packing fraction change of 0.006 {a) and 0.0011 inb). Simula- = 0.02 ’\’

tion conditions as given in Fig. 2. ®

®

greater height than component 1. This trend is opposite tc 001 *

that observed for size segregation in weakly tapped system

where the larger particles rise above the smaller ¢igs

The radially averaged packing fractions as a function of 0.00

. ¥ T

height are shown in Fig. 4. The three curves correspond tc 0 50 100 150 200 250
the three relative fractions of component 1 and component 2 Height (mm)

In all cases, the packing fraction of both components in-

creases Steep'y at small heightsy reaches a maximum, and FIG. 4. (Color onliné Packing fractions ofa) component 1 and
decays at large heights. The packing fraction of component &) component 2 for the compositionB, n, =525, n,=270; @,
decreases and it increases for component 2 as the relatifle= 350, N2=540; ¢, n,=175, n,=810. Other simulation con-
amount of each component is changed. The changes in tififions as given in Fig. 2.

relative fractions only affect the magnitudes of the packing\N
fractions. There is no noticeable variation in the details of the”.
packing fraction profilegi.e., the position of the maximum, g
the rate of decay, efcas the relative amounts of the compo-
nents are changed.

armer than the surrounding area, as would be expected
en the toroidal flow profile presented in Fig. 2.
Figure 6 shows the height dependence of the radially av-
eraged, partial granular temperatures of each component. It
can be seen that the height profiles of the temperature are
similar for both components at all relative proportions. The
temperatures in the andy directions show the formation of
The granular temperature of each component is also stué maximum for both components as height increases. These
ied as a function of the relative proportions. Figure 5 showsnaxima occur very close to the height that corresponds to
contour plots of the granular temperature of component 1 ithe maximum in packing fraction. The increase in the partial
thex [Fig. 5a)], y [Fig. 5(b)], andz [Fig. 5(c)] directions for  temperatures can then be attributed to an increase of particle-
the system presented in Fig. 2. The symmetry evident in thearticle collisions that inject energy into theandy direc-
x andy directions is produced by the unbiased introductiontions, increasing the corresponding temperatures. Figure 6
of energy into these directions by particle-particle collisions.also shows that the temperature in théirection is larger
These two partial temperatures decay rapidly in both the rathan that in the other two directions. The minimum observed
dial and vertical dimensions from a maximum near the centeas height increases has been predicted by Btal. for sys-
of the cylinder, close to the vibrating base. Thdirection, tems in which the particles do not interact with a top barrier,
however, is different because of the bias introduced by théut are under the influence of gravifg1]. Wildman et al.
vibrating base. This partial temperature decays in the verticadbserved the minimum in the experimental syst¢&32,
dimension with very little radial dependence at small heightsand Ramirez and Soto presented a hydrodynamic theory that
At larger heights, the center of the cylinder is slightly addresses this phenomen@s].

3. Temperature
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FIG. 5. (Color online Contour plots of the temperature in tli@ x direction, (b) y direction, and(c) z direction for component 1.
Contours correspond to a change of 145 Simulation conditions as given in Fig. 2.

Figures §a) and b) also show that the temperatures of 1. Energy distribution
the two components change as the relative proportion of the expect changes in the mass ratio to affect the ex-

two components changes. The temperature in the three Sp@hange of energy, and hence the temperature, of each com-

tial directic_Jns dpcreases as the relative_ proportion of the)jnant. We therefore computed the average change in en-
larger particles is decreased. As the fraction of component rgy, (AE,), of a particle of component resulting from

decreases, the number of collisions with the smaller particles,|jisions with particles of componert. We examined the

ljncreases, C?us'n% the temperature fofr;[he Iar_ger part|clesd ghergy exchanges resulting from particle-particle, particle-
ecrease. Also, the temperature of the entire system Svall, and particle-base collisions. The data we collected from

creases because component 2 does not gain as much KiNye, ojmjations for each kind of collision are presented in
energy from the base since it is lighter than component 1g;, -

The decrease in the temperature, however, does not changeAS .expected, both components lose energy on collision

the height at which the_= extrema iy, Ty, andT, are ob- iy the wall, while they experience a net energy gain on
served. Only the magnitude of the measured temperature apgyjision with the baséFig. 7(a)]. Both components also lose
pears to change in these systeifigs. da) and §b)]. energy from intracomponent, particle-particle collisions
While the trends observed in the temperature of the tWQqq ares in Fig. (B)]. The intercomponent, particle-particle
components are similar, there are differences between thg,isionscircles in Fig. 7b)], however, show trends that are
two components. The temperatures of componedFill. o ingitively obvious. Component 1 shows a loss of energy
6(a)] are greater than thosc_e of componenay. 6@] n all " for all mass ratios, while component 2 shows that there may
the systems, an effect particularly pronounced inZklgec- o 5 |oss or gain of energy depending on the mass ratio. We
tion. The temperatures in theandy directions differ only — ,paineq 4 theoretical estimate for this quantity by assuming
slightly. It is difficult to determine whether the d|ﬁerer_1ces N aach component has a Maxwell-Boltzmann velocity distribu-
temperature between the two components are dominated By, 1t with a temperature specific to the component. The
the differences in Siz€ or mass from these d"’_‘taz Thus, W8etails of the derivation are presented in the Appendix. The
conducted further simulations to determine the individual ef'average energy loss for a particle of componenesulting
from collisions with particles of componeyt and average
component temperaturékinetic energiesof T, and T4 is

fects of mass and size.

B. Systems with varying mass ratio

AE) = kau(1+0)| (1+c)£Mat TaMs ;T
(AE,)g=kgu(1l+c)| ( C)m m.)’

To determine the effects of particle mass, we simulated
systems with mass raties, /m; =0.01, 0.125, 0.25, 0.5, and

1.0 at constant sized,/d;=1.0, and relative fraction (7)
n,/n;=1.0 and with a totah;+n,=1050 particles in the
system. wherekg is the Boltzmann constant. The total average en-
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FIG. 6. (Color onling Temperatures in the (H), y (®), andz
(A) directions of(a) component 1 angb) component 2. The three FIG. 7. (Color onling Average energy change per particle per
spacial directions are shaded the same for each system. Simulatiéallision for (a) particle-boundary collisions andb) particle-
conditions as followsn; =525, n,=270 (top curve§, n,=350, particle collisions as the mass ratio is changed. Component 1 is

n,=540 (middle curvey n,=175, n,=810 (bottom curves represented by the closed symbols and component 2 is represented
by the open symbols. The different kinds of collisions di: in-

ergy loss per collision between particles of components tracomponent, particle-particl 4E,); and (AE;);); @, inter-
and 8 with temperatures of, and T is component, particle-particle(AE;), and (AE,),); #, particle-
* A wall, and A, particle-base. The solitlashedl lines are the energy

loss for component Icomponent 2 as calculated by Eq.7) for
. (8 intracomponentsame shade as the squaresd intercomponent
m,+mg (same shade as the cirdlgparticle-particle collisions.

’ Tﬁma+TamB
(AEQ>B+<AEB)Q= —kg(1l—c)———

Equation(8) indicates that for inelastic collisions<1, the  Therefore, the temperature was obtained from the simulation
total energy of the colliding pair always decreases, even ibutput for each mass ratio. The results from Ef).are pre-
the temperatures of the two components are different. Fosented in Fig. #) along with the results obtained from the
equal temperatures, Ef) shows that this is also true for the simulation. It can be seen that the average energy changes
individual energies of the components. If, however, the temealculated for the two kinds of particle-particle collisions
peratures are different, it is possible for the energy of thecompare favorably with those obtained from the simulation.
lighter component tancreaseon average due to collisions There is better agreement for intracomponent collisions be-
with the heavier component. cause there is no temperature or mass difference between the
We calculated values dfAE,) s for intercomponent and  colliding particles. The predicted energy changes for inter-
intracomponent, particle-particle collisions for each compo-component collisions show the same trend that is observed in
nent using Eq(7). The masses of the particles and the restithe simulation results, but the magnitude of the change is
tution coefficient are set by the input parameters, but théncorrect. Specifically, the equation overestimates the change
temperatures of each component are not knawpriori. in energy resulting from intercomponent, particle-particle
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0.06 denses and then expands as the mass of component 2 de-
a 2 creases. This phenomenon is more clearly visible in the inset
of Fig. 8(@), which shows a linear relationship betweenzn(

and the height. At large altitudes, the slopes of the lines in
the inset increase as component 1 condenses and decrease as
component 1 expands in the system. This behavior corre-
sponds to the increased energy loss that is observed for in-
tercomponent, particle-particle collisiofsee Fig. 7.

The packing fraction profiles of component 2 undergo a
B much more significant change as the mass ratio is decreased.
: Specifically, Fig. 8b) indicates a steady depletion of this
00 100 150 200 250 component from around the maximum, with a compensating

1 Heighr ) increase at large altitudes, as the particles expand into the
l upper reaches of the cylinder. For mass ratios of 0.25 and
0.00 below, two local maxima are present. These are most distinct
for the systems in which component 2 has a net gain in
0.06 energy due to collisions with particles of componeritriass
b 2 ratios of 0.125 and 0.01Thus, the two maxima are formed
4 as the particles of component 2 try to separate from compo-
nent 1. The increase in the energy forces the particles of
component 2 toward the base and toward higher altitudes.
1 This is what is observed in the packing fractions shown in
Fig. 8(b) with one maximum very close to the base, and one
maximum that increases in altitude as the mass ratio de-
creases. The plots of Ipf, shown in the inset, display a
14 steady decrease in the slope as the mass ratio decreases.

0.04

In(n)

it

0.04 4

In(n)

M,

0.02

0 50 100 150 200 250 3. Temperature

Height (mm)
’W“M tion for components 1 and 2 is shown in Figga)%and 9b),
. B 000, . . - respectively. The minimum in the temperature is obvious for
0 50 100 150 200 250 both particles. It is also easily seen that the temperature in
Height (mm) the z direction of component 1 goes through a minimum as
the mass ratio of the two components decreases. The tem-
FIG. 8. (Color onling Packing fraction ofa) component 1 and  peratures in thex andy directions(not shown also follow
(b) component 2 for mass ratios @, m,/m;=1.0, ®, m,/M;  the same trend. This indicates that total temperature for com-
=05; ¢, m/m;=0.25 A, m,/m;=0.125 andV¥, my/my  ponent 1 goes through a minimum as the mass ratio is de-
=0.01. All other simulation parameters are as given in the text. Th@.reased. The changes in the temperature coincide with the
i_nset shows the natural log of the trailing edge of the packing frac'changes observed in the packing fractjéiig. 8a)] and the
tion for each system. energy changes for the different kinds of collisidiifég. 7).
This implies that the changes in the velocities of the particles
‘of component 1 affect the temperature, just as expected from
Egs.(6). As shown by Breyet al.[31] and Warret al.[34], a
relationship exists between the temperature and the packing

distribution. . fraction in a single component system. Extending their re-
More generally, we note that as the mass ratio decreasegultS to a multicomponent system, we obtain

the energy change associated with any collision also de-
creases. This variation in the energy change will affect the din(7,) m,g

bulk properties observed for these systems, such as the pack- FERE
ing fraction and the temperature discussed below. Bla

The effect of mass ratio on the temperature inzlrec-

0.00

collisions. This error probably arises from the inhomogene
ities in the particle density and temperatgsee Figs. 3 and
5), which are not accounted for in the Maxwell-Boltzmann

(©)

This equation holds for high altitudes and restitution coeffi-
cients close to 1. Thus, a limiting temperature can be calcu-
The packing fraction of each component as a function olated for each system using the data presented in the inset of
height is presented in Fig. 8. The general behavior is théig. 8a). The results, plotted as horizontal lines in Figh)9
same for both components, and is similar to that alreadyorrespond well with the asymptotic temperatures. This indi-
discussed in Sec. Il A 2. The packing fraction of componentcates that the decaying edge of the packing fraction is a good
1 varies little with mass ratio changes. In particular, theindicator of the temperature at those altitudes.
maximum density is at the same height for all the systems We observed trends for component 2 that are very differ-
examined. At greater heights, however, component 1 corent from those just discussed for component 1. Figyl® 9

2. Packing fraction
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FIG. 9. (Color online The temperature in thedirection of (a) ) )
component 1 andb) component 2 for mass ratios &, m,/m; FIG. 10. (Color onling Average energ_y_change per part!cle per
=1.0; ®, m,/m;=0.5; &, m,/m;=0.25; A, m,/m;=0.125;  collision for (a) particle-boundary collisions andb) particle-
and'¥, m,/m;=0.01. The temperature calculated from E®). is particle collisions as the size ratio is changed. Component 1 is

shown as a line corresponding to the data points of the same shadé&Presented by the closed symbols and component 2 is represented
by the open symbols. The different kinds of collisions di: in-

. tracomponent, narticle-particle{4E;); and (AE,),); @, inter-
shows that the temperature decreases as the mass ratio dgmponent, particle-particle(4E,), and (AE,),); #; particle-

creases. The decrease is expected since temperature is @iyl: and A; particle-base. The solitashed lines are the energy
rectly related to the mass of the parti¢iegs.(6)]. Thus, the  |oss for component Icomponent 2 as calculated by Eq7) for
lighter particles will have a lower temperature than theintracomponentsame shade as the squaresd intercomponent
heavier particles. Component 2 exhibits a minimum as thesame shade as the circleparticle-particle collisions.

height increases, just as in the case of component 1. How-

ever, the minimum becomes shallower as the temperatutgons, the packing fraction, and the partial temperatures are
decreases. Figure(l9 also shows the temperature obtainedpresented and discussed below.

from the packing fraction using E@9). Again, we find that

there is good agreement between the temperature calculated 1. Energy distribution

by Eq.(9) and that calculated from Eqe) for large heights. Changes in particle size result in changes in the mean free

path [31] and the pair correlation function at contact
[10,14,19. These changes affect the particle velocities by
changing the number of collisions that a particle experiences
Finally, we studied the effects of particle size by simulat-in a given amount of time. Thus, changes in the size ratio are
ing systems with size ratios of,/d;=1.0, 0.8, 0.5, and 0.1. expected to result in changes in the distribution of the en-
The mass ratio was held constantrag/m;=1.0, and the ergy, just as observed for the mass ratio.
relative fraction was held constant aj/n;=1.0, with n; Figures 10a) and 1@b) show the average energy changes
+n,=1050. The changes observed in the energy distributhat particles of components 1 and 2 experience as a result of

C. Effect of varying size ratio
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collision. Collisions with the wall cause a loss of energy for ~ 0.05 )
both components while collision with base increases the en | a

ergy of the particles for all size ratig&ig. 10a)]. The col-
lisions between particles, however, show different trends 0.04 -
than seen in the mass ratio study. As seen in Figb)1@he
intercomponent collisions do not result in an energy loss for
component 1 for all size ratios. The smaller the size ratio, the .03
greater the amount of energy injected per collision into com-
ponent 1 from collisions with component 2. All particle- -
particle collisions decrease the energy of component 2. The 024
energy loss per collision for both intercomponent and intra-
component, particle-particle collisions increases as the siz¢

ratio decreases. It is interesting to note that the energy los: (1 4
due to both intercomponent and intracomponent collisions is

the same for component 2 at the smallest size ratio. The
energy changes for all but the smallest size ratio agree wel . J:
with those predicted by Eq7). The smallest size ratio shows

a large deviation between the energy loss predicted by the 0.05
equations and that determined from the simulation. One rea

son for the discrepancy is the assumption of Maxwell-
Boltzmann velocities used in determining the equations. The 0.04
differences in the distribution of energy within each compo-

nent and between the two components that we observe her

will affect the packing fraction and temperature for these 0.03
systems.

0 5‘0 1(')0 1%0 Z(I)O 250
Height (mm)

=
2. Packing fraction 0.02
Figure 11 shows the effect of the size ratio on the packing
fraction of the system. We can see that component 1 reache

higher altitudes as the diameter of component 2 decrease %017 S0 100 150 200 250
without any noticeable shift in the position of the maximum Height (mm)
in packing fraction. This implies that the particles of compo- 0.00 .

. . R T T " ) L] T
nent 1 expand through the system as the size ratio decrease 0 50 100 150 00 .

There are two possible causes of the increase in the tail of th ]
packing fraction at large heights. First, the particles of com- Height (mm)
ponent 1 are able to retain more energy because_ ofa d_ecreaseFlG_ 11. (Color online The packing fraction ofa) component 1
in the collision rate between particles as the size ratio de:

he d in th llisi is th | fand (b) component 2 for size ratios @, d,/d,=1.0; ®, d,/d,
creases. The decrease in the collision rates is the result o ‘—a0.8; ¢, d,/d;=0.5; andA, d,/d,;=0.1. All other simulation

dgcrease in the total gxcluded volume of the system as ﬂ}%rameters are as given in the text. The inset shows the natural log
size of component 2 is reducgdeduced from Figs. 1&  of the trailing edge of the packing fraction for each system.
and 11b)]. The change in the total excluded volume of the
system reduces the amount of energy lost to particle-particlsize ratios. Figure 1) shows the same for component 2 of
collisions. The other cause of the increased altitude is thehe mixture. A minimum is again observed in the tempera-
energy gain that comes from collisions with component 2tures of each system for each component. The other general
Since energy can be gained at positions above the base, tfgatures of the temperature profiles in thendy directions,
particles will be able to travel to higher altitudes in the sys-while not shown here, are the same as seen and discussed in
tem. connection with Fig. 6. It can be easily seen in Fig. 12 that
Figure 11b) shows the effect of the size ratio on compo- the temperatures of both the large and small particles in-
nent 2. We can see an overall reduction in the packing fracerease as the size ratio decreases. This increase in tempera-
tion of component 2 as the particle size is reduced. Thisure results from a decrease in the energy lost due to particle-
occurs because the number of particles of component 2 isarticle collisions. The reduction in the collision rate as the
held fixed as the size is decreased. We also see that the p&ize ratio decreases can be observed in Table I. It is interest-
ticles of component 2 are able to reach greater altitudes img that the energy loss due to intracomponent collisions in-
the system as the size ratio decredse= the inset in Fig. creases for component 2 as the collision rate for intracompo-
11(b)]. The increase in the altitude is the result of the de-nent collisions decreasé¢Bigure 1@b)]. In addition, there is
crease in the number of collisions discussed above. a discrepancy between the theory and the simulation results
observed in Fig. 10 at small size ratios that should be noted.
The deviations are the result of the systems being dominated
Figure 12a) shows thez component of the granular tem- by collisions with the wall and not particle-particle collisions
perature as a function of height for component 1 for the foursee Table ), as assumed in the theofgee the Appendix

3. Temperature

021304-9
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180 sensitive measure of the temperature when the difference in
_— a size between the components is large. The difference in the
] two temperatures may also be indicative of the changes in
140 the dominant processes in the energy distribution. For ex-
5] ample, the smallest size ratio is not dominated by particle-
] particle collisions like the other systems. The edge effects
100-‘A associated with the walls of the cylinder become more im-
f‘: J.“A portant, but they are not considered in the theory used to
o 501 ge 44, obtain Eq.(9).
O T T YT YV L
- —“!'_n! WI‘I ‘ggm;l IV. CONCLUSIONS
- WEEmEEEE We have shown that, like the single component system
1 [18], the simulation results reproduce the phenomena ob-
0 - . " T - served in experimental studies. Specifically, the experimen-
180 tally observed[17] flow pattern, radial dependence of the
1ada b packing fraction, and temperature of the two components are
1017 “aa, AAL,l qualitatively reproduced by the simulation.
5] AAAAAAL, LasaadanAs A T There are a number of possible reasons for the quantita-
] tive differences between the simulation and experiments. For
1204 example, for each component the simulated particles are
. 1°e identical spheres, while in the experimental system there is a
2 IS small distribution of shape, size, and mass. The simulation
= 80 : * also assumes that the particles are frictionless with constant
= ol _® AL TN restitution coefficients, which is not the case for ballotini
] -'.. $00004 ““”““:’0 glass spheres used in the experiments. The sawtooth wave
40 _W form of the vibrating base is an idealization of the sinusoidal
! SEmmEEEE vibration of the experiment. It is thought, however, that this
20'_ does not have a large influence on the system behfidr
0 . i . . . In any case, we feel confident that our model captures the
0 50 100 150 key physical aspects of the experimental system and can
Height (mm) therefore be used to study the influence of various system
parameters.
FIG. 12. (Color onling The temperature in thedirection of(a) We also studied the effects of mass and size ratio in this

component 1 andb) component 2 for size ratios dl, d,/d;  paper. Generally, we observed that changes in either ratio do
=10;®, d/d,=038; #,d;/d;=0.5 andA, d,/d,=0.1. The  pot result in any segregation of the particles. The lighter
temperature calculated from E() is shown as a line correspond- harticles attain greater heights than the heavier particles in
ing to the data points of the same shade. the mass ratio studies. For both components the rate of decay
of the packing fraction at large heights is a good indication
We used Eq(9) and the high altitude tails of the packing of the granular temperature in that regid@i,34].
fractions shown in the insets in Figs.(aland 11b) to cal- As the mass ratio decreases, the overall temperature of the
culate a temperature. The temperatures calculated in thsystem decreases. This is consistent with the lower amount
manner are also plotted in Fig. 12. The temperature calcusf energy gained by the lighter component from the vibrating
lated from EqQ.(9) coincides with the temperature in tlze base and an overall lowering of the efficiency of energy
direction at large heights, just as in the case of the mass ratitransfer as the mass ratio decreases. The packing fraction and
The agreement between the two temperatures is very godémperature of the individual components, however, have a
for both components for each size ratio, except the smalleshontrivial dependence on the mass ratio. For the heavier
This may indicate that the packing fraction is not a verycomponent, both these quantities exhibit a minimum as the

TABLE I. Collision rates (s?) for the different kinds of collisions for components 1 and 2.

Component 1 Component 2

Size ratio Intracomponent Intercomponent Wall Base Intracomponent Intercomponent Wall Base

1.0 272.8 546.2 181.2 78.8 272.1 546.2 195.1 78.8
0.8 252.4 412.0 2785 74.7 164.1 412.0 3812 771
0.5 230.0 248.1 503.0 70.3 55.2 248.1 25874 719
0.1 208.9 72.5 649.4 68.1 7.75 72.5 136270 54.4
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mass ratio decreases. We also observed that the energgme assumptions must be made. Specifically, we assume
changes due to intercomponent collisions exhibit extrema fothat the velocities of each component are described by a
each component as the mass ratio decreases. Specifically, thiaxwell-Boltzmann distribution that is homogeneous, iso-
heavier component shows a minimum, whereas the lightetropic, and characterized by a component-specific tempera-
component shows a maximum in the energy change. ThaireT,,

lighter component actually gains energy from collisions with - a2 mo? .

the other component around a mass rationgf/m; =0.5. f(vai)dvai:(—a exp( __ “v')dvai_ (A3)
The energy changes due to intracomponent collisions for ' ’ KgT, 2kgT, ’

both components, however, are negative for all mass ratios. .
The energy loss due to intraparticle collisions increases fol! Order to average over the velocitieg;, vg;, andyv;
the heavy component as the mass ratio decreases, whiledPPearing in Eqs(Al) and (A2), we introduce center of
decreases for the lighter component. For comparison, we d&1assVe, and relativev; velocities:

veloped an approximate theory to calculate the energy mg/Tps

changes for particle-particle collisions by assuming that the Va,i:WVr+VCv (Ad)
particle velocities follow a Maxwell-Boltzmann distribution al ta T TUBTTA

with a component specific temperature. While this assump- m,/T,

tion is not strictly correct given the inhomogeneities in den- Vpi=— WVWVC: (AS5)
sity and temperature, the theory is qualitatively accurate for ol e TRTOR

the intercomponent collisions and in near quantitative agree- Vij=Vqi—Vgj=V;. (AB)

ment with the simulation for the intracomponent collisions.

As the size ratio decreases at constant mass ratio, tH8 this coordinate system the energy change for pariicle
overall temperature of the system increases and the tot®ecomes
packing fraction decreases. The particle-particle and particle- _ 2 2 o / ~ 2
boundary collision rates decrease and increase, respectively, MaAB = p (14 C) (Ve n)"=2Top (14 C) (Vi)
as the siz_e ratio d_ecreased. At the same tim_e, the larger par- —2ma,u(1+c)(v,-ﬁ)(vc- ﬁ)’ (A7)
ticles begin to gain energy from collisions with the smaller
component. The approximate theory of the energy changes ighere
again able to reproduce qualitatively the observed trends.
However, the agreement between the theory and simulation
results worsens as the size ratio decreases.

Wildman and Parkelr17] observed a decrease in the tem- )
perature as they decreased the ratio of the number of large 1€ total energy losgshown in Eq.(A2)] becomes
small ballotini spheres. Our results show that this effect is 1 R
dominated by the difference in mass of the two components, AE ota= — E,u(l—cz)(vr- n)2 (A9)
and not the difference in size.

, (M, /T )(Mg/Tp)
s My /T +Mg/Tg

(A8)

in the new coordinate system.
ACKNOWLEDGMENTS It is now necessary to average E@a7) and (A9) over
the fraction of collisions between a particle of component
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tweenv, andv,+dv,. Straightforward modification of the
standard kinetic theory resylB5s] gives
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APPENDIX: ENERGY DISSIPATION EQUATIONS 1/ 2 3 :U«/Urz
p(vr)dvrzz K Ur €Xp — 2K

) dv,. (Al0)
The energy change of particleef componentx resulting
from collision with particlej of components is We then compute

2m,AE, ;= u?(1+c)(vi-n)2—m, u(l+c . oc (r A
et R (i) = [ vt [Tab by (A
X[(Vgi-N)2=(Vgj- N2+ (vy-n)?], (A1) 0 0

— 2 . aye .
Where v, =V, — v, and u=m, my/(m,+my). The total whereh(b)db=(2b/o“)db is the probability that the impact

energy loss due to the collision is SIMPYE,yy=AE, parameter lies betweem and b+db. Substituting ¢,-n)?
+AEg, or ’ =vZ(1—(b/r)?) and evaluating the integrals leads to

1 2y (v . )2 2)2)= K8 A12
AEjora= — 5 #(1=A)(vj-0)%. (A2) ((vy-n) >—7- (A12)

These equations are exact for each collision that occurs in thgsing this result and the fact thév,-n)(v,-n))=0 gives
system. In order to determine the average values, howeveEgs. (7) and(8).
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